
  

 

Abstract— This paper presents methodologies for dexterous 
manipulation by an underactuated robotic soft gripper with a 
low DOF. While the softness and passive joints provide a stable 
grasp, the manipulations become challenging owing to the 
complexities of modeling and state estimation. To investigate the 
drawbacks, target manipulations using a support surface and 
gravity are defined in this study. By realizing the target 
manipulations, methodologies for utilizing both the support 
surface and gravity in manipulation are validated. For 
manipulation utilizing the support surface, the key states—at 
which the type of gripper motion primitive changes—are defined, 
and gripper motion at the key states is produced with a DNN-
based motion generator. For manipulation utilizing gravity, the 
fall risk of the object is formulated as a constraint for a criterion 
function, and a parameters-online-exploration based 
methodology is adopted. The validity of the methodologies is 
demonstrated through several experiments.  

I. INTRODUCTION 

Softness is a key requirement for stable object grasp. 
Softness provides low contact impact, safe interaction with the 
object and environment, high friction, and adaptation to the 
object shape. Another key factor is utilization of an 
environment. Intentional contact with a table deforms the 
compliant elements, and shifting of the grasping mode is 
feasible. With a low DOF, multiple styles of grasping are 
obtained. With these aspects in mind, an under-actuated 
robotic soft gripper was developed [1] (see Fig. 1). A ratchet 
was installed at the under-actuated joint; the grasping mode is 
altered when the ratchet comes in contact with a supporting 
surface such as a table. Parallel gripper, pinching, and 
enveloping modes are available with only one actuator. The 
gripper has a soft surface, which is constructed from a 
deformable rubber bag filled with an incompressible fluid and 
a microgripper inside the fluid [2][3][4]. The microgripper 
increases the weight-carrying capacity of robotic hand. The 
grasping of a wide variety of objects was realized using the 
gripper.  
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The next challenge is to manipulate an object using this 
gripper. The soft surfaces and passive joints of the soft gripper 
cause uncertainties in state estimation and complexities of 
modeling. These issues are common for soft robotic hands. 
Moreover, the gripper has only one actuator. Therefore, 
utilization of an environment is key for realizing dexterous 
manipulation. In this study, two types of utilizations of 
environment are considered. One is to utilize a support surface 
such as a table, and the other is to utilize gravity. A relevant 
example of manipulations incorporating both these 
utilizations is illustrated in Fig. 2. This is the target 
manipulation inspired by in-hand human manipulations 
utilizing the environments [5][6]. First, the gripper picks up 
the target, which is a thin object laid flat, in an imbalanced 
manner, wherein one finger is bent by a contact with the table 
while the other finger is not (Initial grasp). From the 
imbalanced grasping state, the object is brought to a standing 
position via reiterated up and down motions as well as closing 
and opening of the gripper (Stand-up manipulation). Lastly, 
the object is rotated by utilizing gravitational force such that 
the object is brought to the standing position in the 
longitudinal direction (Rotation manipulation). The operation 
is aimed at inserting the object into a box. By realizing the 
target manipulation, we will reveal the methodologies for 
utilizing both the support surface and gravity in manipulation 
via soft robotic hands with low DOF. 

The main contributions of this study are manipulation 
strategies allowing 1) the uncertainties in state estimation and 
complexities of modeling, 2) only visual inputs to generate 
gripper motions, and 3) unexpected object motions, which are 
recovered by subsequent motions. At the stand-up 
manipulation, a learning-based approach utilizing human 
demonstration data (obtained from manual operations of the 
gripper) was adopted utilizing the concept of key states at 
which the type of motion primitive changed. A strategy for 
controlling the gripper at only the key states, was presented. 
By the concept, we developed the framework wherein the 
motion generation was repeated until the object attained the 
target posture. At the rotation manipulation, a parameters-
online-exploration based approach was adopted, and unknown 
parameters were identified by repeated exploring motions 
until the object attained the target posture, while completely 
avoiding fall risk.  
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Figure 1.   The under-actuated robotic soft gripper [1] whose grasping 

mode is altered by contact with a support surface 



  

A. Related works 

A number of robotic hands have been developed [7]. 
Recently, softness has been attracting attention owing to its 
abovementioned benefits, and robotic hands with softness 
have been developed, e.g., ROBO hand [8][9], lightweight 
underactuated pneumatic fingers [10], ISR-SoftHand [11] and 
jamming gripper [12][13], Pisa-IIT Hand [14][15], and Velo 
Gripper [16]. A more detailed review is available in [1].   

The softness in robotic hands enables high adaptation to 
target object and facilitates a stable grasp with a low DOF. 
However, the high adaptation renders it challenging to modify 
the grasped object’s pose and position. Manipulation using 
soft robotic hands is challenging. A solution is to use an 
environment that can be utilized as if it was another DOF. 
Object manipulation utilizing environments have been 
investigated [17][18][19][20]. Mason and Rodriguez et al. 
focused on pivoting manipulation utilizing support surfaces 
such as table [21][22][23]. Francisco et al. realized pivoting 
task utilizing gravity [24][25]. However, soft robotic hands 
were not the subject of these studies. The soft components 
renders it challenging to identify the parameters for the 
pivoting manipulation and to control the pivoting angle. It is 
necessary to develop a fresh strategy to address the 
uncertainties in the application of soft robotic hands.  

Another approach to address the uncertainties or softness is 
the application of machine learning methodologies. Among 
these methodologies, DNN and Bayesian optimization, which 
are closely related to this study, are focused on. DNN is a 
highly effective tool to generate complex robot motions, and 
it has been used to develop a number of motion planners and 
generators [26][27][28][29][30]. However, soft robotic hands 
have been studies less. A. Gupta et al. [28] presented a guided 
policy search based algorithm to generate a manipulation-
motion with the ROBO hand based on human demonstration 
data [8][9]. The generation of recovery motion and regrasping 

motion were not studied. The proposed methodology is based 
on multimodal integration learning method [26][29][30], 
wherein the autoencoder [31][32] was utilized to connect 
sequential robot motions, RGB images, and sound spectrums 
and to generate a robot motion from an image sequence. The 
main dissimilarity between this method and the proposed 
method is the sequence of data. In the latter, only the 
infrequent key states were considered to address an 
unexpected motion due to the softness and passivity of the 
newly developed gripper.  

Bayesian optimization [33], [34] has been adopted for 
identifying optimal parameter values [35][36][37][38]. A few 
studies were focused on robotic hands [35]. Nogeira et al. 
defined an unsafe grasp as one wherein the grasp parameters 
are highly sensitive to marginal perturbations; they proposed 
a method for realizing a safe grasp. “Safe” in that study is 
dissimilar from “safe” aimed at in this study; the latter implies 
the avoidance of falling down. For this purpose, Safe Bayesian 
optimization [36][39], which was originally adopted for 
identifying control parameters for quadcopters, was adopted 
in this study.  

To our knowledge, there is no study on the completion of 
complex manipulation by a soft robotic hand, using two types 
of machine learning based methodologies.  

 
Figure 3.  Position of cameras 

II. SYSTEM FOR MANIPULATIONS 

The developed under-actuated robotic soft gripper [1] is 
mounted on the XYZ motorized liner stage (Oriental motor). 
To obtain visual information of the object and gripper, two 
cameras (Intel RealSense SR300) were installed, one each at 

 
(a) Schematic illustration of the procedure of the manipulation 

 
(b) Example of the generated manipulation 

Figure 2.   Target manipulation where a target sheet lying flat is picked up for insertion into a box. Initial grasp: the gripper picks up the target object in 
an imbalanced manner, wherein one finger is bent by a contact with the table, while the other finger is not. Stand-up manipulation: from the imbalanced 
grasping state, the object is made to stand-up via reiterated gripper motions of moving up and down, closing, and opening. Rotation manipulation: the 

object is rotated utilizing gravity such that the object stands up in the longitudinal direction. 



  

the back and side of the gripper, as illustrated in Fig. 3. The 
infrared image from the back camera was utilized during the 
initial grasp and stand-up manipulations, while the infrared 
image from the side camera was utilized during the rotation 
manipulation.  

The target object is a thin and deformable rectangular object 
such as a PTP packaging sheet exhibited in Fig. 2(b). The size, 
shape, texture, gravitational center, and friction of the object 
are assumed to be unknown. A packing operation was 
considered, wherein such a thin object is inserted in a box. For 
the insertion, the study targeted a task, wherein the object is 
manipulated such that it stands up in the longitudinal direction 
from the initial lay-flat posture. 

III. STRATEGIES FOR MANIPULATIONS 

A. Initial grasp 

Human demonstration data was collected for the target 
manipulation, and the procedure for the manipulation was 
learned. The aim is to pick up the object, which is lying flat on 
the edge of the table, in an imbalanced manner wherein one 
finger is bent by a contact with the table, while the other finger 
is not. The amount of lateral movement is then determined 
such that the center position of the gripper coincides with the 
position of the table edge in the lateral direction. The amount 
of downward movement is determined by the lock position of 
the ratchet gear of the right finger. The closing distance is 
determined by the size of the target object, which can be 
estimated from a single image. Therefore, the problem is 
formulated as the derivation of the closing distance ݀ୡ୪୭ୱୣ ሺ∈
Թሻ from a single image captured by the back camera 	࢛ ∈
Թସହଵହଶ(256 × 192 pixels). Here, the ࢛ when the right fingertip 
made contact with the table (ݖ ൌ 0	mm  in Fig. 2(a)) was 
utilized. 

The problem is resolved by learning the relationship 
between ݀ୡ୪୭ୱୣ  and ࢛  from the human demonstration data. 
The autoencoder [31][32] and GRNN (Generalized 
Regression Neural Network) [40] were adopted, as illustrated 
in Fig. 4:  

݀ୡ୪୭ୱୣ ൌ ܴܰܩ ܰ௧ሺ࢛ሺ࢛ሻሻ (1) 

First, the image features ࢛	ሺ∈ Թହሻare extracted using the 
autoencoder. The autoencoder is a neural network comprising 
input, hidden, and output layers. Learning was conducted such 
that the input for the input layer equals the output for the 
output layer; moreover, it is an unsupervised learning. The 
layer structure is symmetric with respect to the hidden center 
layer. By utilizing a smaller number of neurons for the hidden 
center layer than the number of the input or the output, low-
dimensionalized data can be obtained at the hidden center 
layer. This implies that the input is encoded to the low-
dimensionalized data while the output is decoded from the 
low-dimensionalized data. Therefore, it is feasible for the 
hidden center layer to contain the low-dimensionalized image 
feature. By selecting only the encoder part, the function of 
extracting the low-dimensionalized image feature from the 
image can be constructed. The function is referred to as image 
feature extraction encoder (IFEE) in this study: 

࢛ ൌ   ሻ (2)࢛ሺܧܧܨܫ

Next, the closing distance of the gripper ݀ୡ୪୭ୱୣ  from ࢛  is 
derived using GRNN. GRNN was adopted in order to obtain 
various values of ݀ୡ୪୭ୱୣ according to ࢛. GRNN is constructed 
using a radial basis and special linear layers. For the available 
training data set ( ,ଵ࢛ ݀ୡ୪୭ୱୣଵ ), ( ,ଶ࢛ ݀ୡ୪୭ୱୣଶ ), ⋯ , 

,୬࢛) ݀ୡ୪୭ୱୣ), the output ݀ୡ୪୭ୱୣ for the input ࢛ is expressed 

as 

݀ୡ୪୭ୱୣ ൌ
∑ ݀ୡ୪୭ୱୣexp ൬െቛ࢛ െ ቛ࢛

ଶ
/ሺ2ߝଶሻ൰

ୀଵ

∑ exp ൬െቛ࢛ െ ቛ࢛
ଶ
/ሺ2ߝଶሻ൰

ୀଵ

 (3) 

where ߝ  is a constant parameter. It is noteworthy that for 
GRNN, a learning process is not required. If adequate number 
of data sets are available, a GRNN that approximates the 
relationship between ࢛ and ݀ୡ୪୭ୱୣ can be constructed.    

 
Figure 4.  Neural network for deriving the closing distance of the gripper 

based on the image from the back camera at initial grasp 

 
Figure 5.  Motion generator for stand-up manipulation 

B. Stand-up manipulation 

We present a gripper motion generator whose input is the 
IR images of the back camera, based on the concept of the key 
state. In the case of the gripper, the key state is 
straightforwardly defined to be the state where the type of the 
gripper motion command changed. From the sequential data 
of images and gripper motion commands obtained from 
human demonstration, the data at the key states were selected. 
The only this selected data was utilized to learn the procedure 
for the complex manipulation, wherein the object is made to 
stand up via reiterated gripper motions. With this approach, 
the problem was simplified, and the number of learning targets 
was reduced substantially.  

 The problem is to develop a motion generator that 



  

repeatedly provides the gripper motion commands at the key 
states according to the image input such that the object finally 
attains the targeted standing posture. 

The gripper motions were classified into four; moving 
down, moving up, closing the gripper, and opening the gripper.  

୫࢛ ൌ ,୭୵୬ୢߜൣ ,୳୮ߜ ,ୡ୪୭ୱୣߜ ୭୮ୣ୬൧ߜ

 (4) 

୫࢛  represents the classified gripper motion, where ߜ୧	ሺ݅ ∈
ሼ݀݊ݓ, ,ݑ ,݁ݏ݈ܿ ሽሻ݊݁  takes 1  or 0, and ∑ ୧୧ߜ ൌ 1 . For 
example, the gripper-closing motion is expressed by ࢛୫ ൌ
ሾ0,0,1,0ሿ. ∑ ୧୧ߜ ൌ 1 implies that the gripper motion is limited 
to one of the four motions at a time; combinations of the 
motions were not considered. The key state is then defined as 
the state when ࢛୫ changed, namely, the commanded gripper 
motion was completed, and the subsequent command was 
communicated to the gripper. By controlling the gripper at 
only the key states, unexpected object motions can be 
addressed. According to the states of the object and gripper 
after the completion of motion, the subsequent motion is 
determined. If the object motion was an unexpected one, the 
subsequent motion could be a recovery motion. Therefore, the 
object attains the targeted posture notwithstanding whether the 
generated motions include unexpected ones, and robust 
manipulation to error in state estimation was obtained.  

The motion generator was constructed mainly using feature 
extraction and the output layers, as illustrated in Fig. 5. To 
generate sequential motions, the generator utilized the IR 
image ࢛୧  and the previous gripper motion type ࢛୫ . By 
feedbacking the ࢛୫, the generated subsequent motion can be 
different from the previous one, and a recovery from an 
unexpected object state can be expected. Therefore, the 
features for the combination of the ࢛୫ and ࢛୧ for the state 
resulting from the ࢛୫ , were extracted. The dimensions of 
୫࢛  and ࢛୧  exhibit significantly high variations. Then, the 
features were extracted from the combination of ࢛୫ and ࢛୧, 
which is the low-dimensionalized image feature expressed in 
equation (2): 

࢛ ൌ ሾ	࢛ ∋ሺ	ሿ்	୫࢛ Թହସሻ (5) 

By utilizing the autoencoder, the feature vector ࢛ ∈ Թସwas 
derived: 

࢛ ൌ  ሻ (6)࢛ሺܧܧܨ
where FEE (feature extraction encoder) denotes the encoder 
part of the autoencoder. 

With the feature vector ࢛, three types of networks were 
constructed for the three types of outputs. The first output (end 
judgment) network judged whether the object attained the 
final targeted posture. The softmax function was used for the 
network: 

ௗߜ ൌ
exp൫࢝

்࢛  ൯ߛ

∑ exp൫࢝
்࢛  ൯ߛ

					ሺ݅ ൌ 1,2ሻ (7) 

where ࢝			 and ߛ  are the network parameters, which are 
obtained through learning. One of the output neurons provides 
the probability of completion, while the other provides that of 
being ongoing. If the judgement was ongoing, then the second 

output (motion judgement) network was activated, and an 
appropriate type of subsequent gripper motion was determined 
according to the current states of the object and gripper. 
Considering the discreteness of the output ࢛୫, it was derived 
using softmax function. The operation amount for the selected 
gripper motion (indicated by the output ࢛୫) was derived at 
the last network. As a continuous value was to be derived, 
GRNN was utilized. Regression was conducted for each 
gripper motion type, and then, GRNN for each type (four 
GRNNs in total) was prepared. The GRNN whose 
corresponding component of the output ࢛୫  was 1 was 
selected, and the corresponding operation amount was derived. 
The overall network structure is illustrated in Fig. 5. A 
noteworthy feature of the gripper motion is that only type ࢛୫ 
was fed back, while its operation amount ݀ was not. 

The data for training ࣞ is expressed by  

ࣞ ൌ ,࢛ൣ ,ୣ࢛ ,୫࢛ ݀൧
்
 (8) 

where ࢛  is the image input captured by the back camera, 

ୣ࢛ ൌ ,ௗభߜൣ ௗమ൧ߜ
்
expresses whether the object attained the 

final posture (ሾ0, 1ሿ் ) or not (ሾ1, 0ሿ் ୫࢛ ,(  is the gripper 
motion type that provided the state ࢛, and ݀ is its operation 
amount.  

C. Rotation manipulation 

Utilizing gravity, the object was rotated by 90° around the 
grasping points such that the object stands up in the 
longitudinal direction. The problem is to explore the optimal 
grasping points that provide rotation angle of 90°, avoiding 
falling down of the object. After the rotation, by making the 
object contact with the table, the object posture got to either 
the initial or desired one. Therefore, repeated exploring 
manipulations from the same initial object posture can be 
adopted, and a parameter-online-exploration based approach 
is preferable.  

Here, the following manipulation was considered: 
Step 1: The gripper was closed, and the target object was 
grasped and lifted up. 
Step 2: The opening action of the gripper was continued until 
the object’s rotation was detected. The opening action stopped 
when the rotation started. The rotation occurs owing to the 
moment resulting from the gravitational force and stops owing 
to contact friction. 

In step 2, the opening action of the gripper could be 
continued until the rotation angle reached 90°. However, this 
method does not ensure that the rotation angle reaches 90° (or 
the angle close to 90°). On the other hand, different grasping 
points provide varying moment and rotation angles, as 
illustrated in Fig. 6. We then took the above way. Note that 
the rotation angle was derived from the image captured by the 
side camera. 

Here, we consider the case illustrated in Fig. 6. Let ߠ be the 
rotation angle of the object, ܫ be the moment of inertia at the 
rotational center, ݈ be the length from the rotational center to 
the center of gravity, ݉୭ be the mass of the object, ݃ be the 
acceleration due to gravity, ݂ be the normal component of the 



  

grasping force, ߤௗ be the coefficient of viscoelastic frictional 
moment, and ߤ be the coefficient of frictional moment. Then, 
the dynamics of the object is represented by [21]: 

െܫߠሷ  ݈݉݃ cos ߠ ൌ ሶߠௗߤ  ߤ ݂ (9) 
The relationship appears convenient to apply. However, 

owing to the softness of the gripper and unevenness of the 
object surface, ߤௗ and ߤ are not constant: 

 
Figure 6.  Mechanical relationship for the rotation manipulation 

Algorithm 1: Safe Bayesian Optimization for the rotation manipulation 

Initial value & Definitions 
Domain: ܣ, Constants: ܾ, ,ߚ  ఠߪ
Lowest function value: ܬ ൌ 0 

1 
Try the manipulation at ࢇଵ, and observe the rotation angle ߠሺࢇଵሻ 
and evaluate ܬመሺߠሺࢇଵሻሻ 

For : n ൌ 2,3,⋯	 
2 Update ߤ, ,ߪ ,ݑ ݈ 
3 ܵ ൌ ሼࢇ ∈ ሻࢇሺ݈|ܣ  0ሽ 
ܯ 4 ൌ ൛ࢇ ∈ ܵหݑሺࢇሻ  ݈ሺࢇ′ሻࢇᇲ∈

୫ୟ୶ ൟ 

5 ݃ሺࢇሻ ൌ ቚቄࢇ′ ∈ ሻ′ࢇሻ൯ሺࢇ௨ሺ,ࢇቚ݈,൫ܵ\ܣ   ୫୧୬ቅቚܬ

ܩ 6 ൌ ሼࢇ ∈ ܵ|݃ሺࢇሻ  0ሽ 

ାଵࢇ 7 ൌ argmax
ெ∪ீ∋ࢇ

ሺݑሺࢇሻ െ ݈ሺࢇሻሻ 

8 
Attempt the manipulation at ࢇାଵ , observe the rotation angle 
 ାଵሻሻࢇሺߠመሺܬ ାଵሻ, and evaluateࢇሺߠ

End 
Figure 7.  Algorithm of Safe Bayesian Optimization for exploring the 

grasping point maximizing function (Eq. (11)), which provides a rotation 
angle approximately equal to 90°, avoiding falling down of the object 

 
(a) Initial input ࢇଵ: selected by visual information 

  
(b) Third input ࢇଷ (c) Optimized input ࢇ 

Figure 8.  Schematic illustration of Safe Bayesian Optimization  

ߤ ൌ ሺߤ ݂, ,ߠ ,ሻࢇ ௗߤ				 ൌ ௗሺߤ ݂, ,ߠ   ሻ (10)ࢇ
where ࢇ  denotes the grasping points. It is challenging to 
derive an explicit equation (10). Therefore, instead of 
considering equation (10), the ࢇ  providing ߠ  = 90° is 
identified by manipulations through exploration. In order to 
avoid falling down, Safe Bayesian Optimization [36][39] was 
adopted. By describing the risk of falling down as a constraint 
for a criterion function, the manipulation with the exploration 
was repeated until the manipulation succeeded, completely 
circumventing the risk of falling down. 

Bayesian optimization [33], [34] aims to obtain an input 
value that maximizes an unknown function through several 
explorations. Bayesian optimization uses a Gaussian process 
to approximate the function based on past observation values, 
and predicts the input, which is an optimal exploration target 
to maximize the function. By repeating exploration with the 
Bayesian optimization, the optimal input, which maximizes 
the function with a smaller number of the explorations than 
random trials, can be identified. In this study, the exploration 
domain was defined for the grasping points ࢇ, and the rotation 
angle ߠ  at the grasping points was utilized to construct the 
following criterion function:  

ሻࢇሺܬ  ൌ ሻሻࢇሺߠሺܬ ൌ 90 െ |90 െ  ሻ| (11)ࢇሺߠ

The optimized grasping points ࢇ, which maximize ܬ  and 
provide a rotation angle close to 90°, is obtained as follows: 
Let ܣ be an exploration domain for the input vector ࢇ	ሺ∈  .ሻܣ
The i th observation value is expressed by  
ሻࢇመሺܬ ൌ ሻࢇሺܬ  ఠߪ  (with noise ߪఠ (= 0.05 in the system in 
this study)), which is provided by the image from the side 
camera. After the ݊ th observation, the Gaussian process 
estimates a function output for an arbitrary ࢇ with a form of 
Gaussian whose mean is ߤሺࢇሻ and variance is ߪଶሺࢇሻ:   

ሻࢇሺߤ  ൌ ሻሺ۹ࢇሺ  ۷ߪఠଶሻିଵࡶ (12)  

ሻࢇଶሺߪ ൌ ݇ሺࢇ, ሻࢇ െ ሻሺ۹ࢇሺ  ۷ߪఠଶሻିଵሺࢇሻ (13)  

where ݇  is the covariance function,   is the covariance 
vector, ۹  is the kernel matrix, ࡶ  is the vector of the 
observed function values, and ۷ is the identity matrix: 

 ݇൫ࢇ, ൯ࢇ ൌ exp ቀെฮࢇ െ ฮࢇ
ଶ
ሺ2ܾଶሻൗ ቁ  

  ൌ ሾ݇ሺࢇ, …,ଵሻࢇ , ݇ሺࢇ,    ,ሻሻሿࢇ

 ሾ۹ሿሺ,ሻ ൌ ݇ሺࢇ,   ሻࢇ

ࡶ  ൌ …,ଵሻࢇመሺܬൣ , ሻ൧ࢇመሺܬ

  

The upper and lower confidence bounds are expressed by 

ሻࢇሺݑ  ൌ ሻࢇሺߤ    ሻ (14)ࢇሺߪߚ

 ݈ሺࢇሻ ൌ ሻࢇሺߤ െ   ሻ (15)ࢇሺߪߚ

where ߚ  0 is the confidence interval. A larger ߚ enhances 
the exploitation performance, while a smaller ߚ enhances the 
exploration performance.  

Safe Bayesian Optimization limits the exploration domain 
to the safe one and prevents the system state failures from 
being unsafe. Concretely, the set of the safe region ܵ  is 
expressed by 

 ܵ ൌ ሼࢇ ∈ ሻࢇሺ݈|ܣ    ሽ (16)ܬ
where ܬ is the safe threshold for the function value ܬሺࢇ). In 
this study, we set ܬ୫୧୬ ൌ 0  corresponding to no-rotation, 
which indicates falling down, and avoided the falling down 
event during the exploration. The subsequent exploration was 
conducted at 

ାଵࢇ  ൌ argmax
ெ∪ீ∋ࢇ

ሺݑሺࢇሻ െ ݈ሺࢇሻሻ (17) 

where ܯ	 provides the high-probability bounds for 
maximizing the function on ܵ , and ܩ  provides domains 
which are newly judged to be safe on ܵ . The exploration 
procedure is illustrated in Fig. 7, and Fig. 8 illustrates the 



  

schematic of the procedure. Note that  ݈,ሺࢇ,௨ሺࢇሻሻ is the lower 
confidence bound calculated using equation (15) based on past 
data and data that is artificially constructed by the input of ࢇ 
and output of ݑሺࢇሻ.  

As the target is a rectangular object and as the gripper is 
used (see Fig. 9), the y and z coordinate values form the 
exploration target and are identical for both the fingertips. 
Then, the dimension of the exploration domain was two, and 
the grasping points are expressed as ࢇ ൌ ሾݕ, ሿݖ . It is 
noteworthy that the domain included only the upper area, 
where it was feasible for the gripper to make contact, as 
illustrated in Fig. 9. It was not feasible for the gripper to make 
contact with the lower area owing to the presence of the 
fingernail. 

In actual situations, the initial grasping points are to be 
deliberately selected, and for preventing falling down, they are 
not to be the gravitational center. Based on the image from the 
side camera, which is exhibited in Fig. 10, the initial grasping 
points ࢇଵ was determined by 

ଵࢇ  ൌ ሾݕ  ሺ݉ െ 1.5ሻ݈	,   ሿ (18)ݖ
where 

 ݉ ൌ argmax
∈ሼଵ,ଶሽ

|݈| (19)  

The other notations are exhibited in Fig. 10. 
Additionally, for ߠ ് 90°, a contact between the object and 

the table could provide ߠ ൌ 90° if ߠ was in the proximity of 
90°. Although the explored input in this case was not optimal, 
the targeted posture was obtained. In this case, we finished the 
manipulation by judging that the manipulation was completed. 
The overall procedure is illustrated in Fig. 11. 

IV. EXPERIMENTAL VALIDATIONS  

A. Initial grasp and stand-up manipulation 

Here, both the initial grasp and stand-up manipulation were 
evaluated simultaneously. The objects during the training 
were PTP packaging sheet (No. 1 in Fig. 12), the sheets 
painted with the four patterns (Nos. 2–5), and the cut half sheet 
(No. 6). The test objects were the sheet with a dissimilar 
pattern (No. 7 in Fig. 12), tablet pillbox (No. 8), another PTP 
packaging sheet (No. 9), and business card (No. 10). Table I 
presents the number of training data for the stand-up 
manipulation. While constructing ୣ࢛ , the labels Down, Up, 
Close, and Open were treated as Ongoing. The parameter ߝ ൌ
0.3 was set for all GRNNs by adopting grid search to the 
training data. Table II presents the results. Both the types of 
manipulation were successful for all the trained and test 
objects except for the card. The failure of the manipulation 
was due to the card’s substantially low thickness, which 
caused the misjudgment of completion (Fig. 13). An example 
of recovery motions can be observed in the attached video, 
wherein additional opening and closing motions were 
implemented to obtain an expected object state from an 
unexpected object state, which had resulted from wrong 
motion due to wrong state estimation. In total, five recovery 
motions were observed at all the examinations. The small 
number of training data was also one of the features of this 

methodology (Table I). The total number of training data was 
1173, as can be observed in Table I. The number of image 
frames for each manipulation was an average of 600 (= 30 s ൈ 
20 fps). Of the entire data (1173 / (600 ൈ  15)), 13 % is 
required; this validated that the proposed methodology 
simplified the problem. 

 
Figure 9.  The exploration domain and the rotation angle 

 
Figure 10.  Initial grasping points 

 
Figure 11.  Procedure for the rotation manipulation 

TABLE I.  NUMBER OF TRAINING DATA FOR THE STAND-UP 
MANIPULATION  

Label Down Up Close Open End 

Number of data 352 223 478 120 166 

 
Figure 12.  Target objects for the experimental evaluation of the initial grasp 
and the stand-up manipulation. The objects from No. 1 to 6 were for training 

while the other objects were for testing. 

TABLE II.  SUCCESS RATE OF INITIAL GRASP AND STAND-UP 
MANIPULATION  

 Trained Test 
Object 
number 

1 2 3 4 5 6 7 8 9 10 

Success 
rate 3/3 3/3 3/3 3/3 3/3 3/3 3/3 3/3 3/3 1/3 

 
Figure 13.  Successful grasping of the PTP packaging sheet and the failure of 

grasping of the thin business card 

B. Rotation manipulation 

The methodology was evaluated using the box with six 
pockets (70 ൈ 50 ൈ 16.5	mm, 18.8	g), which is illustrated in 
Fig. 14. The gravitational center was altered by placing a 
weight (5g) in one of the pocket. The exploration domain was  



  

ܣ ൌ ቄࢇ ൌ ሾݕ, ሿቚ0ݖ  ݕ  70
0  ݖ  30

ቅ (20)  

The interval for the exploration was 2.0 mm for each axis. The 
manipulation was completed when |J െ 90| ൏ 5 . The 
parameter ܾ ൌ 7.07 in the covariance function and 60 =ߚ in 
the confidence bounds were set by adopting grid search at the 
practice phase utilizing the PTP sheet (No. 1 in Fig. 12).  

The results when the weight was in pocket 2 are 
summarized in Table III and Fig. 15. Table IV presents the 
results with the weight placed in each of the six pockets, one 
pocket at a time. It is observed that the methodology worked 
effectively. It is noteworthy that there was no falling during 
any of the exploration manipulations. 

C. Combination of all manipulations 

The overall manipulation was conducted by combining the 
three manipulations. The corresponding result for the table 

 

 
Figure 14.  The target object for evaluating the rotation manipulation: a box 

with six pockets for varying the gravitational center. 

TABLE III.  THE OBTAINED PROCESS RESULTS WHEN THE WEIGHT WAS 
IN POCKET 2 

݊ ൌ 1 2 3 4 5 6 

 ࢇ
  [mm] 52 60 60 50 44 58ݕ

 [mm] 24 30 18 30 14 24	ݖ

  78.0 73.8 59.7 39.0 21.3 86.8ܬ

 
Figure 15.  The explored grasping points and the corresponding criterion 

function values when the weight was in pocket 2  

TABLE IV.  RESULTS OF THE CASES WITH THE WEIGHT IN EACH OF THE 
SIX POCKETS, ONE AT A TIME. 

Weight 
position 

[No] 

Trial 
number 

Success or 
not 

Number 
of trial 

Optimized  
grasping points 

 [mm]ݖ [mm]ݕ

1 
1st Success 2 60 28 
2nd Success 6 58 26 
3rd Success 2 60 28 

2 
1st Success 6 58 24 
2nd Success 6 56 24 
3rd Success 7 58 24 

3 
1st Success 1 52 24 
2nd Success 1 52 24 
3rd Success 1 52 24 

4 
1st Success 2 62 30 
2nd Success 2 62 28 
3rd Success 2 62 38 

5 
1st Success 4 48 30 
2nd Success 6 62 28 
3rd Success 8 52 30 

6 
1st Success 3 62 30 
2nd Success 2 62 26 
3rd Success 2 60 28 

 

Tablet pill box 

Initial grasp Closing distance [mm]  9.6 

Stand-up manipulation 

Operation 
number 

Motion 
Operation 

amount [mm] 
1st Down 16.20 
2nd Close 8.30 
3rd Up 11.65 
4th Close 4.27 

Rotation manipulation 

ࢇ ܬ  ൌ ሾݕ,  ሿݖ
1st 40 [58,24] 
2nd 32 [52,18] 
3rd 70 [52,30] 
4th 82 [42,26] 

Figure 16.  The result of the combined manipulation for the tablet pill box 

TABLE V.  SUCCESS RATE OF THE COMBINED MANIPULATION 

 
PTP 

packaging 
sheet (No. 1) 

Tablet 
pillbox 
(No. 8) 

PTP packaging 
sheet (No. 9) 

Business card 
(No. 10) 

Success 
rate 

3/3 3/3 3/3 1/3 

pillbox is presented in Fig. 16. Table V presents the results for 
the four objects. It is observed that the combined manipulation 
was successful for all the objects except for the business card. 
The reason for the failure was similar to those presented in 
Table II. It is noteworthy that the success rate of rotation 
manipulation for the business card was 3/3. The attached video 
displays the successful combined manipulation of several 
objects. 

V. CONCLUSION 

This study presented novel methodologies for dexterous 
manipulation (Fig. 2) using under-actuated robotic soft 
gripper with a low DOF developed previously by the authors 
(Fig. 1). In order to achieve dexterous manipulation, the 
utilization of an environment is key. The target manipulations 
utilizing a support surface and gravity were defined. Through 
realization of the target manipulations, the methodologies for 
utilizing the support surface and gravity in manipulation by a 
soft robotic hand were revealed. In order to deal with the 
softness and passivity of the gripper in the target manipulation 
utilizing the support surface, the key states where the type of  
gripper motion primitive changed were focused on, and a 
strategy for controlling the gripper at only the key states by 
using a DNN based motion generator, was presented. The 
motion generator was highly robust, and it was capable of 
addressing unexpected object motion and generating recovery 
motion. In the manipulation utilizing gravity, a parameters-
online-exploration based approach was adopted to prevent 
falling down of the object. By formulating the fall risk as a 
constraint for a criterion function, the manipulation with 
exploration was repeated until the manipulation was 
successful, completely avoiding the fall risk. All the 
methodologies were combined, and the effectiveness of the 
obtained methodologies was demonstrated by 
experimentation.  

The targeted manipulation was set considering the 
feasibility of conducting complex manipulations by using soft 



  

robotic hands with a low DOF, such as the soft gripper 
developed previously by the authors, and whether it is feasible 
to realize its atomization. The strategy of the approach based 
on key state could be adopted to various manipulations by 
other soft robotic hands, with appropriately defining the key 
states. Challenges in other complex manipulations and 
adaptation of the approach investigated in this study to other 
robotic systems are planned to be explored in future studies by 
the authors. Moreover, the authors intend to extend the set of 
available object types through their future studies, including 
the business card, whose manipulation was not completely 
successful in this study. 
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